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Abstract—Existing solutions to balance load in DHTs incur imbalance to a constant factor. To handle heterogeneity, each
a high overhead either in terms of routing state or in terms of node picks a number of virtual servers proportional to its
load movement generated by nodes arriving or departing the canacity. Unfortunately, virtual servers incur a significant cost:

system. In this paper, we propose a set of general techniques and . . L
use them to develop a protocol based on Chord, calletfy, that & node withk virtual servers must maintaik sets of overlay

achieves load balancing with minimal overhead under the typical links. Typically & = ©(logn), which leads to an asymptotic
assumption that the load is uniformly distributed in the identifier ~ increase in overhead.

space. In particular, we prove that Y, can achieve near-optimal ~ The second class of solutions uses just a single ID per
load balancing, while moving little load to maintain the balance qqe [26], [22], [20]. However, all such solutions must re-

and increasing the size of the routing tables by at most a constant . s .
factor 9 g y assign IDs to maintain the load balance as nodes arrive and

Using extensive simulations based on real-world and synthetic depart the system [26]. This can result in a high overhead
capacity distributions, we show thatY, reduces the load imbal- because it involves transferring objects and updating overlay
ance of Chord from O(log n) to a less than3.6 without increasing  links. In addition, none of these solutions handles heterogene-

the number of links that a node needs to maintain. In addition, ity girectly, although they could be combined with the virtual
we study the effect of heterogeneity on both DHTs, demonstrating server technique

significantly reduced average route length as node capacities . .
become increasingly heterogeneous. For a real-word distribution [N this paper, we present a simple DHT protocol, called
of node capacities, the route length inY; is asymptotically less Yp, that addresses the above drawbadksis based on the
than half the route length in the case of a homogeneous system. concept of virtual servers, but with a twist: instead of picking
k virtual servers with random IDs, a node clusters those IDs
in a random fractior®(k/n) of the ID space. This allows the
During the last few years the distributed hash table (DHTRode to share a single set of overlay links amongdcallrtual
has emerged as a flexible and general architecture that sanvers. As a result, we can show that the number of links
support a large variety of applications including file shaper physical node is stiB(logn), even with©(logn) virtual
ing [9], [24], storage systems [21], query processing [163ervers per physical node.
name services [36], and communication services [39], [6], In addition, we show that heterogeneity, rather than being
[32]. A DHT manages a global identifier (ID) space that ian issue, can be an asset. Higher-capacity nodes have a denser
partitioned among: nodes organized in an overlay networkset of overlay links and lower-capacity nodes are less involved
To partition the space, each node is given a uniquerl&nd in routing, which results in reduced route length compared
owns the set of IDs that are “closest”toEach object is given to the homogeneous case. While both Chord afdsee
an ID, and the DHT stores an object at the node which owimeprovement,Yy’s is more significant because its placement
the object’s ID. To locate the owner of a given ID, a DHTof virtual servers provides more control over the topology.
typically implements a greedy lookup protocol that contacts Like most previous DHT work, we operate under the
O(logn) other nodes, and requires each node to maintairuaiform load assumptigrthat the load of each node is propor-
routing table of sizeD(logn). tional to the size of the ID space it owns. This is reasonable
One central challenge in the DHT design is how to balangéen all objects generate similar loae ., have the same
the load across the nodes in the system. Even in the case sfz&), the object IDs are randomly chosery(, are computed
homogeneous system where all nodes have the same capag#tyg hash of the object’s content), and the number of objects
DHTs can exhibit anO(logn) imbalance factor [33]. The is large compared to the number of nodesy( Q(nlogn)).
imbalance can significantly increase as the heterogeneityAdfernately, we can unconditionally balance tiepectedoad
the system increases. over uniform-random choices of object IDs.
Two classes of solutions have been proposed so far to adOur main contributions are the following.
dress this challenge. Solutions in the first class use the concept We introduce a heterogeneity-aware ID selection algo-
of virtual serverq18], [9]. Each physical node instantiates one  rithm for ring-based DHTs, Low-Cost Virtual Server
or more virtual servers with random IDs that act as peers in  Selection (LC-VSS). We prove that LC-VSS can balance
the DHT. In the case of a homogeneous system, maintaining the ID space patrtitioning within a factgt +¢) of optimal
O(logn) virtual servers per physical node reduces the load for any ¢ > 0, and that while the system size and
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average capacity remain relatively stable, the amount Bf The ID selection problem

load movement to maintain that balance is nearly optimal. ynder the uniform load assumption, the load on a node will
« We prove that LC-VSS can be used with arbitrary overlaye proportional to the size of the ID space it owns. Thus,

topologies while increasing route length by at most gfcking a load-balanced partitioning amounts to selecting

additive constant and outdegree by at most a constgpropriate IDs for the nodes. Let tishare of node v be

factor, even with©(logn) virtual servers. Furthermore, the fraction £, of the ID space assigned to it, divided by its
our construction provides some flexibility in neighborfajr share” of the ID space:

selection, even if the underlying topology lacks it.
« We apply LC-VSS to Chord and extensively evaluate share(v) = fo .
the resulting protocol, called. Simulations in various cu/n
capacity distributions show thafy ensures that all nodesA good partitioning has the following properties.
have less tha3.6 times their fair share of the ID space Load balance The maximum sharén the system should
with no more overlay links than in Chord with a single be as low as possib|e J— idea”y,_ so that the load on
virtual server. Furthermore, we show that heterogeneity each node is proportional to its capacity.
decreases route Iength in Chord and more Significantly, Load movement To maintain load balance, nodes may
in Yo, with Yo's route lengths asymptotically roughly  need to select different IDs when other nodes arrive or
55% shorter in a real-world distribution than in the  depart. This can be costly because reassigning ownership
homogeneous case. of the ID space implies data movement and changes to the
The paper is organized as follows. Section Il discusses our overlay connections. Thus, we desire little change in the
model, the ID selection problem, and the technique of virtual 1D space partitioning upon node arrivals and departures.
servers. Section Ill introduces LC-VSS and its application to » Normalized degreeThenormalized degreef a nodev is
Chord to produce th&, DHT. Section IV gives theoretical deg(v)/c,, wheredeg(v) is the number of distinct nodes
guarantees orty's performance when it is generalized to to which v maintains connections or which maintain con-

arbitrary overlay topologies. Section V evaluaigsand Chord nections tov in the overlay network used for routing. We
through simulation. Section VI discusses related work and wish to minimize the average and maximum normalized
Section VII concludes. degree.
The main reason for the last objective is not to reduce
Il. PRELIMINARIES the memory footprint of the routing table, but to reduce the
A. Model overhead of the control traffic required to keep the routing

) _ table entries up to date.
We assume a system with physical nodes. Node has a P

fixed capacityc,. Capacities are normalized so that the average Basic Virtual Server Selection (Basic-VSS) Scheme

capacity isl; that is,) _, ¢, = n. Our use of a scalar capacity As discussed in the introduction, the virtual server technique
assumes that there is a single important resource on whigih be used to balance the load not only in a homogeneous
nodes are constrained, such as storage space, processing spgéi@m, but also in a heterogeneous system [9]. However,
or last-mile bandwidth. the precise way in which the technique is applied to highly
We assume that each nodean estimate, andn within a  heterogeneous systems has not been specified. In the reminder
factor . and ~,, respectively, of the true values, with highof this section we present a simple strategy that we later adapt
probability. We further assume the estimates are unbias@dy;.
Estimation ofn is discussed in [22]. Since capacities are Let o = «a(n) be the number of virtual servers per unit
normalized, to estimate,, a node will need an estimate ofcapacity Whena = 1, nodes of average capacity have a single
the average capacity. One may obtain a crude estimate throvgtual server, but the maximum share@glog n). Whena =
random sampling of other nodes, such as the successors in@liyg n), we can achiev®(1) maximum share but the degree
ID space. The techniques of [27] could be applied to DHTsf a node increases by a factar= ©(logn).
to estimate botm and average capacity and would provide The main issue we address in this section is how to handle

guarantees on the quality of the estimate. low capacity nodes. Since the total system capacity, ihere
We say that an event happens with high probability (w.h.paye roughlyna virtual servers. Thus, the expected fraction of
when it occurs with probability — O(n=1). ID space associated with a single virtual serverl jg$n«).

We assume a DHT that manages a unit-size circular [Chere is a tradeoff in the choice of if « is small, very low
space,i.e., [0,1) C R employing arithmetic moduld. We capacity nodes will be overloaded even if they maintain only a
assume the DHT uses consisting hashing [18] to partition thimgle virtual server. On the other hand, a langkeads to high
ID space among the nodes as in Chord. Each nogécks degree, as even nodes of average capacity must maintain
an IDid(v) € [0,1) and is assigned ownership of the regiowirtual servers and the associated overlay connections for each.
(id(w), id(v)] whereid(w) is the nearest preceding node’s IDIn particular, to ensure that the nodes of minimum capacity
A node may pick multiple IDs (virtual servers) in which case,,;, have close to their fair sharg,;,/n of the ID space,
it owns the union of the associated regions. we must havel/(na) = O(cmin/n), t.e., @« = Q1/Cmin)-



1) @,¢é, < estimates of andc., can use discarded nodes for data storage (but not routing) by
2) m « if &, < ~aq thenO else[0.5 + &,a(7)] having each discarded node pick a “parent” in the ring which
3) Choosem virtual servers with IDsrq, ..., r, where each would assign it data to store
r; is chosen uniformly at randoma [0, 1) . o . .
4) Reselect IDs as above whép changes by a factor -, or Discarded nodes may still perform Iool_<up operations in the
7 changes by a factop 2 DHT although they are not part of the ring structure and do
not route messages. We have discarded nodes connect to the
Fig. 1. The Basic Virtual Server Selection Scheme (Basic-VSS), run at eag;stem througlk links to nodes owning the IDs+ 1 r+
nodew. ) ot
! % wherer € [0,1) is chosen randomly. In our simulations of
Parameter | Description Section V, we usé = [30?) log, n] for nodewv since withar =
Ye;yn > 1 | Bound the maximum factor error (w.h.p.) 1, Chord nodes in the ring have roughdy, log, n outlinks
in each node’s estimate of its capacity and as well & logn fingers andx 2logn successors for each of
of n, respectively; see Section II-A. the ~ ¢, virtual servers).
v <1 E‘Tﬁ}?ﬁg dtehc;eShO'd below which a node This raises another natural question: whether the congestion
S Each node updates its IDs when Tts estimate on the nodes Iin tht_a ring will incregse due to lookup operations.
of its capacity changes by a factor, However, Claim 1 implies that the increase cannot be too great.
(must havey, > 7. to avoid instability) Indeed, in Section V-A, we will see a slight drop in congestion
a(n) Number of virtual servers per unit capacity due to decreased route length, which arises in part because

_ . there are fewer nodes in the ring.
Fig. 2. Parameters of both Basic-VSS arigls LC-VSS.

I1l. THEYy DHT

. o o In this section we present ti§ DHT, which is composed
But SinCecy,in May bel arbitrarily smallee may be arbitrarily of a Low Cost Virtual Server Selection (LC-VSS) Schem
large, implying very high overhead. Moreovef,;, may be gimnje changes to Chord's successor lists, finger tables, and
unstable and hard to estimate. routing. Later, in Section IV-C, we present formal guarantees

We avoid this tradeoff by simply discarding nodes whosg, | c-vss applied to any overlay topology, not just Chord.
capacity is lower than soméiscard thresholdvy. If the

capacity of a node is less thag, the node does not instantiateA. Low Cost Virtual Server Selection (LC-VSS) Scheme

any virtual server, and does not participate in the standardrphe | c-vSS scheme which selects IDs foj’s virtual

DHT routing protocol. The remaining nodeswith capacity servers is shown in the illustration of Figure 3 and in pseu-

¢y > 7a PICK ¢, - o virtual servers. We call this algorithm yocode in Figure 4. As in the Basic-VSS scheme of Section Il-

the Basic Virtual Server Selection (Basic-VSS) Schemé ¢ nodes of capacity less thay, are discarded and each

show the pseudocode i'n Figure 1. Figure 2 shows the m"?‘E’maining node choose(c,a) IDs, wherea = O(logn).

parameters of the algorithm. However, these IDs are not selected randomly from the entire
A natural concern with this algorithm is that it might discardp space. Instead, we pick a random starting ppinand then

too much capacity, overburdening the remaining nodes. By#flect one random ID within each @ (logn) consecutive

it is easy to see that in the worst case, at most a fractigftervals of sized(1/n). Whenn or ¢, changes by a constant

74 of the total capacity is discarded — ignoring estimatiopyctor, the ID locations are updated. The algorithm inherits the

error and lazy update to avoid instability and excessive |0%rameters shown in Figure 2.

movement as (normalized) capacity changes. Removing thos@ has been proposed to compute a node’s ID as a hash of

simplifications, we have the following, which we prove in [13]its |p address, which makes it more difficult for a node to
Claim 1: In the Basic-VSS scheme, the fraction of the totaijjack arbitrary regions of the ID space [33]. To support this,

capacity remaining in the ring is at least- v.v.,va W.h.p.  we could easily replace the randomness in the description of
An optimization deserving of further study is to fixand the algorithm with such hashes.

find the~y, which minimizes the maximum share. However, we )

expect thaty; = 1 will be acceptable for most applications B- Successor Lists

With this choice, the capacity of any node remaining in the In Chord, each virtual server keeps links to #tog, n

ring is at least half the average capacity, so we do not nestcessors in the ring [33]. The purpose is fault tolerance:

to significantly increase: to handle the low-capacity nodeswhen each node fails with probabilitg, each remaining

Although in the worst case 50% of the total capacity igirtual server will still have a link to its immediate successor

discarded, in our simulations of Section V, less than 20% v&h.p. To obtain the same bound ¥a, each node must keep

discarded in a range of power law capacity distributions afieks to the2 log n distinctnodes succeeding each of its virtual

less than 10% in a real-world distribution. If the discardegervers.

capacity were excessive in some distribution, we could use aChord constructs its successor list as follows. Each virtual

smaller~, at the cost of increasing to maintain the same servervs belonging to node obtains its successor list from its

load balance. immediate successotucc(vs) and addssucc(vs) to the list.
Furthermore, if we cannot afford to discaady capacity, we If the list is of length> 21og n, it drops the clockwise-farthest
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e Nodev's IDs Simulated ‘ 4 = o
o Other nodes’ IDs Message ==
(a) Basic-VSSgives a node of capacity:, ownership of Fig. 5. Routing inYp. A close-up of part of the ID space is shown.

O(cy logn) disjoint segments of the ID space. The DHT must
maintain a set of overlay links for each.

which at a generous 1 KB each uses less than 2 MB of RAM.

@(c,, lorgf(n)) -
<> C. Finger Tables
I/n 1/n 1/n For each virtual server with IR, Chord keeps &inger table
Real of links to the nodes owning the “target ID&#+b~%) mod 1
fori=1,2,.... Typically b = 2.
In Yy, for the purposes of overlay construction, each node
) 1 Py o v simulatesownership of a contiguous intervdl, of size
Simulated —— — = ©(<12m) enclosing its virtual servers, building one set of
overlay links as if it actually owned all of,. This is depicted
(b) Yy's LC-VSS scheme results if(c, logn) disjoint segments in Figure 3(b). Specificallyp simply keeps one finger table
clustered in @ ( <16 fraction of the ID space. Whe¥p builds emanating from the clockwise end 6f (see Section IlI-A).

the overlay, itsimulatesownership of one contiguous interval. The An important property is that although a node’s virtual server
nodes’ simulated intervals overlap. L .
IDs may changep, is fixed. Thus, the finger table changes
only when a target ID changes ownership.
This construction allows us to choose a better overlay
topology than Chord in the heterogeneous case. The size of

Fig. 3. ID selection illustrated.

Initialization: I, scales with the node’s capacity, but this does not affect the
1) p, < random ID€ [0, 1) size of the finger table. Since we allow each node a number
2) n,¢, — estimates of andc, of outlinks proportional to its capacity, we have some unused

ID selection: i capacity on high-capacity nodes. We use this to reduce route
1) spacing «— 27105118221 (i e, roughly 1/7) length by choosing a “denser” set of overlay links on high-

2) start < |p./spacing] - spacing ; . : ;
3) m e if Gy < ~a thend else 0.5 + coa(7)] capacity nodes: node chooses fingers at integer powers of

4) Choosem IDs at start — (i + ri) - spacing for eachi ¢ bl/cv whereb is a parameter which we take to Béy default

{0,...,m — 1} and each; chosen u.a.re [0,1) as in Chord. This results i®(log,:/., n) = O(c,log,n)
Periodic update: fingers w.h.p. Note that, unlike the rest B, this technique
1) Obtain new estimate&,, 7’ does not generalize to arbitrary overlay topologies.
2) If &, is at least a factoty, from ¢,, seté, « &,
3) If spacing & |57, =], seti — i/ D. Routing

4) If either 7 or ¢, changed, reselect IDs as above

It turns out that the only change we need to make to Chord’s
Fig. 4. Yy’s LC-VSS scheme run at each node greedy routing is that both the successor list and the finger
table are considered, rather than just the latter.
To find the owner of some I, Chord routes greedily on
entry. InYy, we drop any virtual server belonging tobefore the finger table, at each step selecting the neighbor whose ID
considering dropping the clockwise-farthest entry. Beginnirig clockwise-closest ta. In Y;, we employ the same algorithm
with an empty list at each node, periodic repetition of thigntil we arrive at a node for which z € I,,. At this point,v
algorithm builds a list of2 log, n distinct successors. doesn't truly ownz, and we have no fingers which are closer
Will a node’s O(c,logn) virtual servers involve to the true destination. However, due to the clustering’sf
O(c, log® n) successor links, as in Basic-VSS? We sholPs, the real owner is not far from one ofs virtual servers.
in Section IV-C that sinceYy's IDs are clustered, theseSpecifically, they are separated I(logn) nodes. We can
O(c, log?n) logical successors fortunately involve onlycomplete the route using greedy routing over the successor
O(c, logn) distinct nodes, so only©(c,logn) network listin ©(1) additional hops, as shown in Figure 5.
connections need to be maintained. Memory use does
increase by a logarithmic factor, but this is not likely to be
detrimental. Even whem = 23°, a node withlogn virtual In this section we analyze the performance Y§f with
servers would maintailog? n = 1800 logical successors, respect to the metrics described in Section 1I-B. The results

IV. ANALYSIS



apply Yy's techniques to any ring-based DHT, e.g [33], [29]Specifically, if the system currently has total capadityand

[17], [26], [23]. We prove the following: a node of capacity joins, the underlying churn increases
« Yy can achieve a near-optimal maximum share gf = by ¢/(C + ¢); if the same node subsequently leaves, churn
for any e > 0 (Section IV-A). increases by the same amount again. Similarly(#dggregate)

e AS |ong as the number of nodes and the average effective churnis the sum over all events of the fraction of

capacity remain relatively stable, the amount of loatP space which changes ownership due to the event, which

movement thal’, incurs to maintain a good balance iglépends on the policy of the partitioning scheme. _
close to optimal (Section IV-B). Definition 1: The churn ratio for a sequence of events is

. Compared to the case of a single virtual serve, the DHT's expected effective churn divided by its underlying

with o = O(logn) increases the number of distinctchurn over those events.
links that a node maintains by at most a constant factor, This is equivalent to a metric used in [3].
while providing flexibility in neighbor selection for any We are interested the churn ratio afteevents for which
topology (Section IV-C). the underlying churn isQ2(¢) (to avoid degenerate cases
. Compared to the case of a single virtual ser¥grwith such as zero-capacity nodes joining and leaving forever). We
o = O(logn) increases route length by at most aflso assume the system always has positive capacity. Finally
additive constant (Section IV-D). for simplicity we assume LC-VSS's estimation error bounds
~e, Yn hold with probability 1.
In [13] we give a simple example which shows the churn
A. Load Balance Bounds ratio is > 1 in the worst case for any scheme — that is, the

) . effective churn is at least the underlying churn. Basic-VSS in a
Ouir first theorem says that the maximum share can be made . X : )
homogeneous environment with= 1 (i.e., Chord) achieves

We defer all proofs to [13].

arbitrarily close tal, even in the heterogeneous case. Through-.

) is lower bound, since in expectation the change in ID space
out the analysis we assume that all nodes have performed tl‘(ljeulé 0 & ioin or leave is exactly the chande in total System
periodic update step since the last event in the system. J y 9 y

. : capacity, and once joined, a node never changes its ID.
: > 8VnYeYu . ' ’
Theorem 2:Whena > (I=veYuva)vge? Inn, the maximum Our bound on LC-VSS’s churn ratio will apply to event

. 3
share of a node is at most—s——— 4 o(1) w.h.p. for sequences during which the total number of nodes and average

anye > 0. capacity don’t vary greatly. Note thdie underlying churn rate
Proof: (Sketch) Whem = ©(logn), we have©(logn) may be arbitrarily high.
IDs in each region of the ID space of si##(1/n) w.h.p.  Definition 2: The system i§3, §)-stableover a sequence of

regardless of the capacity distribution. With this balancesents when the minimum and maximum values, afiffer by
distribution of IDs, the share associated with each ID is afess than a facto, and the minimum and maximum values
proximately a geometric random variable. Applying a Chernofft the average capacity differ by less than a fadtor

bound to their sum yields the result. B Theorem 4:If the system ig -2, 2 )-stable, the churn ratio
. . . . Yn ' Ve
Despite the frightening plethora of constants in the boungf | c-vss iSs ——— + o(1).
—7

share of less thaf.6 with a modesta = 2log, n in various - quring periods whereim and the average capacity are rel-
capacity distributions. Furthermore, most of the complexity igsively stable — which is likely the common case — the
the above guarantee is due to varying node capacities. Haggarhead of LC-VSS's load balancing operations is negligible.

codingé, = 1 into LC-VSS and a straightforward modificationhe result follows from the fact that in this case virtually no
of our analysis yields the following bound: nodes reselect IDs.

Theorem 3:If node capacities are homogeneous, when
8= Inn, the maximum share of a node is at mgst-¢)~2+ €. Overlay Construction and Degree Bounds
o(1) w.h.p. for anye > 0. In this section we describe how to use LC-VSS with any
overlay topology without significantly increasing outdegree,
while providing some flexibility in neighbor selection, even if
To maintain load balance as nodes join and leave, nodag original topology had none.
occasionally update their IDs. Each move of a virtual serv&equential Neighbors.We deal first with what [14] terms
is equivalent to deavefollowed by ajoin under a new ID. sequential neighbordn ring-based DHTs, each nodekeeps
Thus, load balancing effectively increases the churn rate of tleks to nodes whose IDs are close to each’sflDs — either
system, which involves costly object movement and overldlge k = 21og, n successors in the ring [33] or tihesuccessors
link changes. In this section we bound this overhead in terraad k predecessors [29]. As discussed in Section Il1I-BYjn
of the amount of churn in the population of nodes in theach node keeps links to thedistinct nodes closest to each
system. of its IDs.
Given a sequence of node join and leave events, we say thah our overlay construction we assurhe= O(logn). Since
the (aggregate) underlying churis the sum over all eventsae = ©(logn), this implies that nodes havé(c, log®n)
of the fraction change in system capacity due to the evefdgical sequential neighbors. The following theorem shows

B. Load Movement Bounds



that due to the clustering of IDs, the number distinct Assuming eventual termination, the above procedure clearly

neighbors is low. satisfies Definition 3. The number of overlay links it creates
Theorem 5:Each Y, node maintains links t®(c,a) = depends onE. Let f(n) be a nondecreasing function such
O(c, logn) sequential neighbors w.h.p. that if |[I| < L, then E(I) can be covered by< f(n)

Long-Distance Neighbors.There is a significant amount of segments of length. Taking f(n) to be as small as possible
variation in the structure of “long-distance” overlay links irintuitively provides a lower bound on node degree: even in
DHTs. To analyze the construction of arbitrary topologies aa homogeneous system with a perfect partitioning of the
top of Yy’s partitioning of the ID space, we extend and formallD space, the Standard Discretization must give some nodes
ize Naor and Wieder’s Continuous-Discrete Approach [26} f(n) outlinks. The following theorem says that in LC-VSS,
We assume the overlay topology is specified in continuonsdes’ outdegrees are inflated by at most a constant factor.
form, as a functionE which maps a contiguous interval Theorem 6:Using LC-VSS witha = ©(logn) and the
(p1,p2] € [0,1) to a subset of0,1) which constitutes the Shared Discretization, each nodehas at mostO(c, f(n))
neighborhood of(p;,p2]. For example, Chord’s finger tableoutlinks w.h.p. for any capacity distribution.
would be specified as Flexibility in Neighbor Selection. When the topology allows
1 P some choice in a node’s neighbors, we can employ proximity-
E(pr,p2) ={p2 427", p2+277, .} aware neighbor selection (PNS), which can significantly re-
Chord does not depend gn, but general topologies may. Theduce the latency of DHT lookups [14]. Although Chord has

Distance Halving overlay of [26] has a great deal of flexibility, some DHT topologies do not.
1 1 In [13] we show that int}, the fact that the simulated intervals
E(p1,p2) = (%, %} U (p1 + 37P2 + 2} . I,, overlap provides©(logn) choices for each of a node’s

long-distance neighborgven if there was no choice in the

The continuous grapl relates to the real world thusly: original topology Even this fairly limited choice is likely

Definition 3: A discretizationof E is a simulated interval to provide a significant benefit. Simulations suggest that 16
I, € [0,1) for each nodev and a graphi' on the nodes in choices for each neighbor provide nearly all the benefit that
the system such that an unbounded number of choices would provide [10].

) Of course, a necessary assumption is that node capacities
vw¥p e E(l,)  (w) €G p€lu). are at mostO(n/logn). For example, if only one node was
That is, if I, is connected to a poinp € FE(I,) in the not discarded, then there is only one choice for each neighbor.
continuous graph, then is connected to some node € G
simulating ownership op.

Thus, a discretization guarantees that each edge in thdo complete our adaptation of the overlay, we show that we
continuous graph can be simulated by the discrete gragln simulate the overlay’s routing function while increasing
The setl, defines what part of the continuous graph nod®ute length by at most an additive constant.

v simulates. Note that thé,s may overlap. The continuous overlay is accompanied byoating func-

The simplest example is what we call tisandard Dis- tion r(I,¢) which, given a current locatiodi C [0,1) and a
cretization For eachv we simply letl,, be the subset of the target destinatiort, returns an ID inE(I). At each step, we
ID space whichv owns. The edges of are the minimal set apply the routing function to the current locatiérand move
which satisfies the above definition. That is, the ownerof to a neighborw for which r(1,t) € I,,. Sincer(I,t) € E(I),
maintains a link to each node which owns a nonempty sub$st definition, any discretization must have an edge to some
of E(I,). This edge set is unique because ownership of tsachw. We setl « I,, and iterate. If afterf(m) such steps
ID space is a partitioning: for eadhe E(I,), there is exactly the distance from soméc I to t in the ID space i< 1/m
one nodew with ¢ € I,,. This discretization is equivalent tofor any s and¢, we say that? has has path lengttf (m).
the operation of Chord and the Distance Halving DHT. Thus, in f(n) hops, any discretization can arrive at a node

To adapt to our multiple-virtual server setting with lowv such that some ID irn/, is at distance< 1/n from the
degree, we use the followin§hared DiscretizationFor each destinatiort. In the Shared Discretization, unlike the Standard
v we let I, be the smallest contiguous interval which containBiscretization,v does not own all off,. However, due to
the (disjoint) set of IDs that owns as well ag, (recall LC-VSS’s placement of IDs at intervals @b(1/n) in the
the definition from Figure 4). Since thé,s overlap, we ID space,v will always have a virtual server whose ID is at
have a fair amount of choice in selecting the edge set. WestanceO(1/n) from ¢t. A Chernoff bound shows that when
use a simple greedy algorithm. Initially, label all &f(I,) « = O(logn), the owner of is O(logn) successors away, and
uncovered. Iterate by picking the uncovered pgintvhich we route to our destination i®(1) hops using the successor
is the first fromp, in the clockwise direction. Contagt's lists which we keep for each chosen ID. Thus, we arrive at
owner, get its successor list, its furthest successor’'s succegbkerfollowing result.
list, etc. until we find a nodev for which I, covers all of = Theorem 7:Using LC-VSS and the Shared Discretization
[p7p+@(1°%)] NE(I,). Add an edge from to w. Terminate of any overlay topology with path lengtfi(n), any message
when all of E(1,) is covered. can be routed irf(n) + O(1) hops w.h.p.

D. Route Length
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V. SIMULATION

We compareY, and Chord using a simple simulator which
constructs the ID space partitioning and overlay topology of
the two DHTs in a static setting. To provide heterogeneity-
aware load balance in Chord, we use the Basic-VSS scheme
of Section II-C.

We assume that each node is given its capacity and
i.e., there is no estimation error. We usg = % Each data
point represents an average over 15 independent trials. We
show 95% confidence intervals. We show resultsifequal to
powers of2. For intermediate:, there is some variation in the
load balance/degree tradeoff space Ygrbecause its spacing
between virtual servers is rounded to the nearest power ofrig. 6. Tradeoff between maximum share and average normalized degree,
Specifically, simulations show maximum share increases pgpieved through varying, for n = 2048. For Chord,cr € {1,2,4, 8,16},
up to~ 10% when degree decreases uplt, or maximum 219 or¥o. @ € {1,2,4,...,128}.
share decreases up 16% while degree increases up $6%.

We study three types of node capacity distributions: (Hegree as defined in Section II-B. To measure balance of
homogeneous, (2) power law with various exponents, aplting load, we have each node route a message to a random
(3) samples from the uplink bottleneck bandwidths of actugh The congestionat a node is the number of messages

Gnutella hosts measured by Saroiu et al [31], which we Cqffat flow through it, divided by its capacity. Both metrics
the SGG distribution Thus, for this simulation, we Cons'derare®(10g2 n) in Chord with« = 1: essentially,®(n logn)

the capacity of a node to be the bandwidth of its connectigRassages an®(nlogn) fingers are distributed uniformly

to the Internet. We have discarded points in their raw data $§tihe 1D space, and some nodes own a fract@dog”)
which show bandwidth higher than 1 Gbps, since the authQ§ ihe spacey;'s constant-factor load balance thus implies
of [31] believe those to be artifacts of faulty measurement ar@hog n) maximum degree and maximum congestion. This is
discard them in their study as well [30]. illustrated in Figure 8. Note that the reduced congestion in the

Our simulation results are as follows. _ heterogeneous case results from reduced route length, which
« Y, achieves a maximum share of less tlafwith o = e cover in Section V-C.

2 log n, wherea is the number of virtual servers per unit )

capacity. This is roughly as well-balanced as Chord with: Normalized Degree

a = logn (Section V-A). In this section we evaluate the effectiveness of our tech-
« The degree of nodes iFy with o = 2logn is as low as nique at maintaining low average normalized degree, defined

Chord witha = 1 and even lower in some heterogeneous Section II-B. We average over all nodes that were not

distributions (Section V-B). discarded. Figure 9(a) shows this metric as a functian wfth
« In both DHTSs, route lengths decrease as heterogenditymogeneous capacities and= 2048. We see essentially

increases, but, has a clear asymptotic advantage (Sewo increase in degree il until @ > 2logn ~ 22. This

tion V-C). is because when < 2logn, the additional links associated
with the virtual servers are to essentially the same set of nodes
A. Load Balance . . ) ) .

with which we are already linked due to tBéog n incoming

Figure 6 summarizes the tradeoff between quality of loag,ccessor links. Even whemn > 2logn, Theorems 5 and 6
balance and degree. We obtain various points on the tradqgfhly that Y;'s degree isO() rather thanO(alogn) as in
curve for each protocol by selecting differemt Y, provides chord.
a substantially better set of achievable points. Both algorithmspe to the normalization by capacity in our degree metric,
perform significantly better in the SGG distribution, althougly,'s improved load balance gives it a lower average normal-

we will see (Figures 7(b) and 9(b)) that not all capacity,eq degree than Chord in the heterogeneous case. This is
distributions are better than the homogeneous case. depicted in Figure 9(b).

Figure 7(a) shows that witlh = 2logn, the maximum
share of any node ifY; is less thar2.7 in a homogeneous C- Route Length
environment — nearly as good as Chord with= log n but To measure route length, we have each node route to a
(as we will see) at much lower cost. A larger provides random ID, and average over the resulting hop counts.
a slightly better balance. Figure 7(b) shows that in a rangégure 10(a) shows decreasing route lengths in the power law
of power law capacity distributions with varying exponentgistribution as the power law exponent decreases, with slightly
the balance can be slightly worse or better than in tlgreater benefit irty than in Chord. Note that large power law
homogeneous case, at all times staying betotv exponents approach a homogeneous system.

Once the ID space is balanced, balance of overlay connecFigure 10(b) examines the asymptotics of route length. In a
tions and routing load follow closely. We measure maximuimomogeneous systery has very slightly higher route length
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than Chord, but as we showed in Theorem 7 this is onlyIn one simple algorithm of Karger and Ruhl [20], each
an additive constant. In the SGG distribution, both DHTsode has a fixed set aP(logn) possible IDs (so the se-
see significantly decreased route length. Chord’s benefitcsrity technique can be employed) and periodically reselects
primarily due to the fact that there are fewer nodes in the ringmong them. This has maximum sha&re- ¢, but it requires
roughly 75% of the nodes in this distribution had capacity leseassignment 0©(loglogn) IDs per arrival or departure in
thanvy,; = % and were discarded. This can only decrease rowggpectation. Bienkowski et al [2] later gave a similar algorithm
length by an additive constant, but it is significant in small- terhich reduces the number of reassignments to a constant, but
medium-sized systems. Ir}, our technique of increasing thethey show onlyO(1) maximum share. A second algorithm
number of fingers at high-capacity nodes provides a constaot-[20] adapts to uneven distributions of objects in the ID
factor decrease in route length (note the lower slope). gpace (whichY, and the previously mentioned algorithms
least-squares fit of our data for networks with 1024 or morannot), but requires unrestricted ID selection and a special
nodes yields the following estimated asymptotic route lengtiserlay topology if the object distribution is very skewed, and
(i.e., we ignore additive terms): its maximum share i§4.

ID space balance for heterogeneous DHTEomparatively

DHT | Capacities | Route length | Normalized few schemes handle node heterogeneity. Dabek et al [9]

0, . .
Chord Homgg%neous géigiz&z 17%?,/? suggested that each physical node have a number of virtual
v Homogeneous 0d72 10§2n 105% servers proportional to its capacity, which we have developed
SGG 0-20310gzn 5% into Basic-VSS in Section II-C. Surana et al [34], [12] bal-

ance load dynamically by transferring virtual servers between
physical nodes. This approach can handle node heterogeneity

ID space balance for homogeneous DHTShe simplest and load which is not distributed uniformly in the ID space,
way to balance load, under the uniform load assumption, aad was shown through simulation to produce a very good
to obtain aO(1) maximum share. The simplest way to ddbalance. But it is more complicated th&g, cannot employ the
that is for each node to maintaé(logn) virtual servers [18], aforementioned security mechanism, cannot take advantage of
[33]. Since this increases node degree by a fact@@bgn), heterogeneity to reduce route length as muct¥gsand has
multiple proposals followed which give each node just ongigher degree due to its use of multiple virtual servers per
ID, but need to select and update that ID intelligently. All theode.
proposals of this type are similar in that they consi@élog n) In a DHT-related work, Brinkmann et al [3] develop two
locations for a node and select the one which gives the beshemes which divide an ID space fairly among a set of nodes
load balance. They differ in which locations they check anof heterogeneous capacities, providing efficient ID lookup
when. and node join and leave algorithms. However, they assume

In Naor and Weider [26], a node checkglogn) random a centralized system with no overlay network. Their SHARE
IDs when joining, and joins at the one which gives it thatrategy is very similar to our LC-VSS: in both, each node
largest share. They show that this produces a maximum sheegects an interval of the ID space of siml"i”), and
of 2 if there are no node deletions. Handling node deletiomsvnership of a segment is “shared” among the nodes whose
requires an additional protocol, not precisely specified amtervals overlap that segment. However, they employ this
analyzed in [26], whereby nodes are divided into groups téchnique to handle nodes of very low capacity. If they were
O(logn) nodes and periodically reposition themselves withiwilling to discard low-capacity nodes as we do, the trivial
each group. In Adler et al [1], a joining node contacts a randoBasic-VSS scheme of Section 1I-C would be acceptable. In
nodev already in the DHT, and splits in half the largest intervadontrast, we cluster a node’s IDs in order to share overlay
owned by one ob’s O(logn) overlay neighbors. This resultslinks. Moreover, the way in which the ID space sharing is
in an O(1) maximum share. A simple deletion protocol waperformed in [3] is more complicated than in our scheme;
given but not analyzed. notably, nodes nee®(log® n) IDs, rather thar®(logn).

Manku’s algorithm [22] has a joining node pick a random Load balance by object reassignmentThe above strate-
node v and split in half the largest interval owned by ongjies balance load by changing the assignment of IDs to
of the ©(logn) nodes adjacent t@ in the ID space. This nodes. Another approach is redirection: store a pointer from
achieves a maximum share @af while moving at most a an object’s ID to the arbitrary node currently storing it. This
single extra node’s ID for each node arrival or departure. ¢an balance the load of storing and serving data, but not load
extends to balancing within a factar+ ¢ but moves©(1/¢) due to routing or maintenance of the overlay — and if objects
IDs. In contrast, the results of Section IV-B imply th#y are small, routing dominates the bandwidth and latency of
movesno extra IDs, even while achieving a maximum sharstoring and finding an object. It also requires maintenance of
of 1 + ¢, as long a3 and the average capacity are relativelthe pointers and adds one hop to each lookup.
stable. The algorithm is more complicated tharand requires  Karger and Ruhl [19] can handle heterogeneous capacities
assignment of IDs to arbitrary locations in the ID space, snd obtain a constant-factor load balance. Each node periodi-
we cannot use the security mechanism of requiring a nodeally contacts another, and they exchange objects if one node’s
ID to be one of several hashes of its IP address [9]. load is significantly more than the other’'s. But their bound

V1. RELATED WORK
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on movement cost depends on the ratio of the maximum acahtinually ping their neighbors, enabling much larger routing
minimum node capacities. Byers et al [4], [5] use a “powdrnbles and thus lower route length than traditional DHTSs.
of two choices” approach, hashing an objectdto> 2 IDs However, SmartBoa does not adapt the ID space partitioning
and storing it on the corresponding node with least loai,e., object storage load) to nodes’ capacities, nor was it
which results in a maximum load d6glogn/logd + O(1). evaluated experimentally or theoretically. Xu et al [37] adapt
Swart [35] places object replicas on a lightly-loaded subsite DHT topology to fit the underlying network connectivity,
of nodes in Chord’s successor list. Neither [4], [5], nor [35)vhich may be heterogeneous, thus obtaining low stretch. But
provide results for the heterogeneous case. the ID space is again not adapted to node capacity.

Exploiting heterogeneity in P2P systemsRatnasamy et In the world of unstructured P2P systems, Freenet's Next
al. [28] posed the question of whether heterogeneity could Beneration Routing [8] employs heuristics to route messages
leveraged to improve routing performance in DHTs. Nearlp nodes with observed faster responses. Chawathe et al [7]
all the DHTs which have followed up on this suggestion usepopose an unstructured Gnutella-like system which adapts
two-level hierarchy, dividing nodes into a set of high-capacitppology, flow control, and data replication to nodes’ capaci-
“superpeers” and low-capacity peers. Mizrak et al. [25] buildes, and found that their system performed significantly better
a clique of/n superpeers, each withn low-capacity peers in a heterogeneous environment. The techniques used in these
attached. This produces a graph of constant diameter Bystems, and the services they provide, are quite different than
requires that superpeers have polynomially many neighbors.these ofYj.
scalability, particularly with respect to maintenance traffic, was
not demonstrated for a wide range of capacity distributions.

Zhao et al. [38] and Garces-Erice et al. [11] organize peersWe have proposed a scheme to assign IDs to virtual servers,
into groups based on network locality. Each group choosegalled Low Cost Virtual Server Selection (LC-VSS), that
superpeer based on reliability, bandwidth, or latency, and thields a simple DHT protocol, calledy, for which node
superpeers across all groups form a DHT. We argue that thelegree does not increase significantly with the number of
two-level techniques cannot adapt to or take full advantag@tual serversY, adapts to heterogeneous node capacities, can
of arbitrary node capacity distributions, because peers withaghieve an arbitrarily good load balance, moves little load, and
each of the two classes are treated equally. In fact thesgn compute a node’s IDs &5log n) hashes of its IP address
schemes are complementary to ours: peers at each levefapfsecurity purposes. The techniques behifgdgeneralize to

the hierarchy are likely to have nonuniform capacities, so oarbitrary overlay topologies while providing some flexibility
techniques could be applied to the DHTs used at each leireheighbor selection, even if the underlying topology did not.
to further improve performance. We demonstrated the effectiveness of our techniques through

To the best of our knowledge, the only heterogeneity-awasemulation, showing a maximum share less tBahin a range
DHT designs not employing a two-level hierarchy, other thasf capacity distributions with no greater degree than in Chord
Yy, are SmartBoa [15] and Xu et al [37]. In SmartBoawith a single virtual server.
nodes are divided into up to 128 levels based on capacity,Y, has several drawbacks. It us€log®n) memory per
and a node at levek maintains roughlyn/2¥ neighbors. node, but we expect this will be acceptable in nearly all
A heterogeneity-aware multicast algorithm allows efficiergircumstances. If a particularly good balance is desired, the
dissemination of node join or leave events, so nodes need namber of links needed to maintain the ring structure of the
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DHT increases by a constant factor. Node join and leays]
operations will be slowed somewhat by the fact that a node
owns©(logn) virtual servers, although the overlay links neegl6]
to be constructed only once. Perhaps most significaiily,
requires good estimates af and the average capacity, and
a good balance is guaranteed only under the uniform |05Lc7j]
assumption.

We also illustrated the potential of taking heterogeneity int8!
account, with route lengths in our DHT in a real-world capac-
ity distribution less than half those of a homogeneous distri-
bution due to our adaptation of the Chord overlay topology #&°!
a heterogeneous environment. An interesting open problem is
to study the effect of heterogeneity in other DHT topologie§0]
such as de Bruijn graphs [17], [26]. More generally, wi
hope that this work will motivate further exploration of ho
heterogeneity can benefit distributed systems.
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