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Challenges of wireless

Shared, exposed medium

Interference

¥ from other users
¥ from same user! (multipath)
¥ from external environment

Signal attenuation (path loss)

Dynamic & unknown physical medium

Security
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3D Beamforming
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Figure 1: Radio transceivers are placed atop each rack (a) or containe r (b). Using 2D beamforming (c), transceivers

communicate with neighboring racks directly, but forward t ra ! c in multiple hops to non-neighboring racks. Using 3D

beamforming (d), the ceiling reßects the signals from each s ender to its desired receiver, avoiding multi-hop relays.

To address these issues, we investigate the feasibil-
ity of 60 GHz 3D beamforming as a novel and ßexible
wireless primitive for use in data centers. In 3D wireless
beamforming, a top-of-rack directional antenna forms a
wireless link by reßecting a focused beam o! the ceiling
towards the receiver. This allows it to reduce its in-
terference footprint, avoid blocking obstacles, and pro-
vides an indirect line-of-sight path for reliable commu-
nication. To implement such a system, we only need
beamforming radios readily available today, and sim-
ple ßat metal plates can provide near perfect reßection
when mounted on the ceiling of a data center.

3D beamforming has several distinctive advantages
over prior Ò2DÓ approaches. First, bouncing the beam
o! the ceiling allows links to extend the reach of radio
signals by avoiding blocking obstacles. Second, the 3D
direction of the beam signiÞcantly reduces its interfer-
ence range, thus allowing more nearby ßows to transmit
concurrently. The reduced interference also extends the
e! ective range of each link, allowing our system to con-
nect any two racks using a single hop, and mitigating
the need for multihop links.

In this paper, we propose a 3D beamforming system
for 60 GHz wireless transmissions in data centers. We
describe a detailed design, and use detailed simulations
to understand the design tradeo! s of such a system.
We quantify the short-term implications of 3D versus
2D beamforming, and discuss key challenges remaining
before widespread adoption of this technology. 60 GHz
links are a promising tool to augment current data cen-
ters with ßexible, point-to-point wireless capacity, and
we believe this work is an advancement that eliminates
some of the obstacles en route to its wide adoption.

2. WIRELESS DATA CENTERS
Wireless links can address the cabling complexity in

data centers [15, 17, 18, 23, 26]. As shown in Fig-
ure 1(a)-(b), wireless radios can be placed on the top
of each rack or shipping container, connecting the top-
of-rack (ToR) switches wirelessly. Despite the potential
to enable ßexible network conÞgurations and e" cient
cooling, data center managers are still skeptical on de-

ploying wireless interconnects in practice [1]. In this
section, we Þrst describe existing wireless designs for
data centers, and then outline their key limitations.

2.1 60 GHz Wireless
Existing designs [15, 17, 18, 26] adopt 60 GHz wire-

less technologies because of two reasons.First , the
7GHz available spectrum o! ers ample opportunity to
achievemulti-Gbps data rates required by data centers.
Second, operating at a high carrier frequency, 60 GHz
links generate limited interference [29], which is highly
beneÞcial to data centers with dense rack deployments.

To enhance link rate and further suppress interfer-
ence, 60 GHz links use beamforming [15, 18], a physi-
cal layer technique to concentrate transmission energy
in desired directions. Recent advances in radio design
make 60 GHz beamforming radios readily available and
a! ordable, either as directional (horn) antennas [15] or
antenna arrays [4]. They can adjust beam direction in
Þne-grain [15, 27], either mechanically or electronically.

2.2 Limitations
Despite the advances in radio designs, the use of wire-

less still imposes limitations in data center networking.

Link Blockage. As shown in Figure 1(c), exist-
ing designs and their prototypes only directly connect
neighboring racks due to link blockage [15, 18]. Be-
cause 60 GHz link has a wavelength of 5 mm, any ob-
ject larger than 2.5 mm can e! ectively block radio sig-
nals [25]. Hence for todayÕs grid-based rack placement,
radio transceivers can easily block each otherÕs signals.
These transceivers can also reßect signals, resulting in
multipath fading that severely degrades transmission
rate [25]. One can reduce link blockage locally by plac-
ing racks in hexagons [28]. This, however, leads to inef-
Þcient space use and cooling problems, and still cannot
solve the general link blockage problem.

Restricting wireless connections to neighboring racks
means that any extended connection must go through
multiple hops. This increases end-to-end delay, reduces
throughput, and produces bottlenecks at certain racks
that must forward a signiÞcant amount of tra" c.
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Radio Interference. While beamforming can bound
the transmission energy in a ÒnarrowÓ direction, it still
creates interference at some receivers. Furthermore, ra-
dio design artifacts lead to signal leaked outside of the
intended direction [20, 27]. These factors, together with
the dense rack deployment, create harmful interference
for concurrent links. For example, consider a link using
a typical horn antenna with 10o beam width and 10dBm
transmit power. A single link can interfere1 with up to
27 racks in a typical deployment with 160 racks in a
11m! 33m area [17].

Radio interference constrains the number of concur-
rent links, and thus also network throughput. Separat-
ing links in the frequency domain limits link capacity.
Alternatively, increasing spacing between racks leads to
ine! cient space usage.

3. 3D BEAMFORMING
To address the above limitations, we propose3D beam-

forming, a new beamforming approach that leverages
ceiling reßections to connect racks wirelessly. As shown
in Figure 1(d), each sender points its beam towards a
point on the ceiling, which reßects the signal to the
desired receiver. This creates an indirect line-of-sight
(LOS) path between the sender and receiver, bypassing
obstacles2 and reducing interference footprint. Next we
discuss the feasibility of 3D beamforming, and show how
it addresses the limitations of 2D beamforming.

3.1 Feasibility
3D beamforming requires three hardware components:

¥ Beamforming Radios: We reuse todayÕs beamform-
ing radios [4, 15] and adjust beam directions in both
azimuth and elevation either electronically or using

1We deÞne a rack as interfered with if its perceived interfere nce
power is greater than -71 dBm, the noise level deÞned by the
IEEE 802.11ad standard [2].
2Here we assume that there are no obstacles between top of rack s
(or containers) and the ceiling.

rotators. Existing rotators can achieve an accuracy
of 0.09o [3], su! cient for our needs.

¥ Ceiling Reßectors: We mount microwave reßectors
on the ceiling such that they act as specular mir-
rors to reßect signals. These reßectors can be ßat
metal plates, which have been shown experimentally
to o" er perfect specular reßection without degrading
energy or changing path loss characteristics [7, 24].
In practice, simple aluminum plates are su! cient,
and require no power and little maintenance.

¥ Electromagnetic Absorbers: We place electromag-
netic absorbers [7] on the top of the racks or con-
tainers to prevent any local reßection and scattering
around the receiving antenna. These absorbers are
widely available and require no maintenance.

To form a link, two endpoints point their antennas at
the ceiling point halfway between them.

3.2 Key Properties
Extended Link Connectivity. Using ceiling reßec-
tion, 3D beamforming bypasses obstacles in the hori-
zontal plane, eliminating the antenna blockage problem
of its 2D counterpart. Since ceiling reßectors introduce
no loss[7, 24], and oxygen absorption is negligible for
indoor 60 GHz LOS links [22], the resulting indirect
LOS path can be modeled by the free-space propaga-
tion model, veriÞed by experiment studies [15, 22]:

Pr =
Pt Gt Gr ! 2

(4" )2(L 2 + 4 h2)
, (1)

wherePt and Pr are the transmit and receive power,Gt

and Gr are the transmit and receive beamforming an-
tenna gains,! is the radio wavelength,L is the distance
between the sender and receiver, andh is the distance
from the antenna to the ceiling.

Following this model and the conÞgurations deÞned
by the 802.11ad standard [2], we study link throughput
via detailed simulations. We consider links using typi-
cal horn antennas with 10o beam width [19, 20], trans-
mitting over a channel of 2.16GHz. We conservatively
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They Can Hear Your Heartbeats
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Key contributions

¥ Secure an insecure 
device without 
modiÞcation

¥ Small full-duplex radio
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Figure 1Ñ Protecting an IMD without modifying it: The shield
jams any direct communication with the IMD. An authorized pro-
grammer communicates with the IMD only through the shield, with
which it establishes a secure channel.
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Figure 2Ñ The jammer-cum-receiver designuses two antennas:
a jamming antenna that transmits the jamming signal, and a receive
antenna. The receive antenna is connected to both a transmit and
receive chain. The antidote signal is transmitted from the transmit
chain to cancel out the jamming signal in the receive chain.

without requiring patients to interact directly with the shield, our
design aligns with IMD industry trends toward wireless, time- and
location-independent patient monitoring.

The next sections explain the jammer-cum-receiverÕs design, im-
plementation, and use against passive and active adversaries.

5. JAMMER-CUM-RECEIVER
A jammer-cum-receiver naturally needs to transmit and receive

simultaneously. This section presents a design for such a full-
duplex radio. Our design has two key features: First, it imposes no
size restrictions and hence can be built as a small wearable device.
Second, it cancels the jamming signal only at the deviceÕs receive
antenna and at no other point in spaceÑa necessary requirement
for our application.

Our design, shown in Fig. 2, uses two antennas: a jamming an-
tenna and a receive antenna. The jamming antenna transmits a ran-
dom jamming signal. The receive antenna is simultaneously con-
nected to both a transmit and a receive chain. The transmit chain
sends an antidote signal that cancels the jamming signal at the re-
ceive antennaÕs front end, allowing the receive antenna to receive
any signal without disruption from its own jamming signal.

The antidote signal can be computed as follows. Letj(t) be the
jamming signal andx(t) be the antidote. LetHself be the self-
looping channel on the receive antenna (i.e., the channel from
the transmit chain to the receive chain on the same antenna) and
Hjam! rec the channel from the jamming antenna to the receive an-
tenna. The signal received by the shieldÕs receive antenna is:

y(t) = Hjam! rec j(t) + Hself x(t). (1)

To cancel the jamming signal at the receive antenna, the antidote
must satisfy:

x(t) = !
Hjam! rec

Hself
j(t). (2)

Thus, by transmitting a random signalj(t) on its jamming antenna

and an antidotex(t) on its receive antenna, the shield can receive
signals transmitted by other nodes while jamming the medium.

Next, we show that the antidote cancels the jamming signal only
at the shieldÕs receive antenna, and no other location. LetHjam! l

andHrec! l be the channels from the shieldÕs jamming and receive
antennas, respectively, to the adversaryÕs locationl. An antenna po-
sitioned atl receives the combined signal:

y(t) = Hjam! l j(t) + Hrec! l x(t) (3)

= ( Hjam! l ! Hrec! l
Hjam! rec

Hself
)j(t). (4)

For the jamming signal to be cancelled out at locationl, the follow-
ing must be satisÞed:

Hjam! l

Hrec! l
=

Hjam! rec

Hself
. (5)

Locating the shieldÕs two antennas very close to each other ensures
that at any locationl the attenuation from the two antennas is com-
parable, i.e.,| Hjam! l

Hrec! l
| " 1 (see Chapter 7 in [53] for a detailed anal-

ysis). In contrast,| Hjam! rec
Hself

| # 1; |Hself| is the attenuation on the
short wire between the transmit and receive chains in the receive
antenna, which is signiÞcantly less than the attenuation between
the two antennas that additionally have to go on the air [17]. For
example, in our USRP2 prototype, the ratio| Hjam! rec

Hself
| " ! 27 dB.

Thus, the above condition is physically infeasible, and cancelling
the jamming signal at the shieldÕs receive antenna does not cancel
it at any other location.

We note several ancillary properties of our design:

¥ Transmit and receive chains connected to the same antenna:Off-
the-shelf radios such as the USRP [9] have both a receive and a
transmit chain connected to the same antenna; they can in prin-
ciple transmit and receive simultaneously on the same antenna.
Traditional systems cannot exploit this property, however, be-
cause the transmit signal overpowers the receive chain, prevent-
ing the antenna from decoding any signal but its own transmis-
sion. When the jamming signal and the antidote signal cancel
each other, the interference is cancelled and the antenna can re-
ceive from other nodes while transmitting.

¥ Antenna cancellation vs. analog and digital cancellation:Can-
celling the jamming signal with an antidote is a form of an-
tenna cancellation. Thus, as in the antenna cancellation scheme
by Choi et al. [3], one can improve performance using hardware
components such as analog cancelers [43]. In this case, the input
to the analog canceler will be taken from pointsa andb in Fig. 2;
the output will be fed to the passband Þlter in the receive chain.

¥ Channel estimation:Computing the antidote in equation 2 re-
quires knowing the channelsHself andHjam! rec. The shield esti-
mates these channels using two methods. First, during a session
with the IMD, the shield measures the channels immediately be-
fore it transmits to the IMD or jams the IMDÕs transmission.
In the absence of an IMD session the shield periodically (ev-
ery 200 ms in our prototype) estimates this channel by sending a
probe. Since the shieldÕs two antennas are close to each other, the
probe can be sent at a low power to allow other nodes to leverage
spatial reuse to concurrently access the medium.

¥ Wideband channels:Our discussion has been focused on narrow-
band channels. However, the same description can be extended
to work with wideband channels which exhibit multipath effects.
SpeciÞcally, such channels use OFDM, which divides the band-
width into orthogonal subcarriers and treats each of the subcarri-
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Thus, by transmitting a random signal j(t) on its jamming antenna

and an antidote x(t) on its receive antenna, the shield can receive
signals transmitted by other nodes while jamming the medium.

Next, we show that the antidote cancels the jamming signal only
at the shield’s receive antenna, and no other location. Let Hjam! l

and Hrec! l be the channels from the shield’s jamming and receive
antennas, respectively, to the adversary’s location l. An antenna po-
sitioned at l receives the combined signal:

y(t) = Hjam! l j(t) + Hrec! l x(t) (3)

= ( Hjam! l ! Hrec! l
Hjam! rec

Hself
)j(t). (4)

For the jamming signal to be cancelled out at location l, the follow-
ing must be satisfied:

Hjam! l

Hrec! l
=

Hjam! rec

Hself
. (5)

Locating the shield’s two antennas very close to each other ensures
that at any location l the attenuation from the two antennas is com-
parable, i.e., | Hjam! l

Hrec! l
| " 1 (see Chapter 7 in [53] for a detailed anal-

ysis). In contrast, | Hjam! rec
Hself

| # 1; |Hself| is the attenuation on the
short wire between the transmit and receive chains in the receive
antenna, which is significantly less than the attenuation between
the two antennas that additionally have to go on the air [17]. For
example, in our USRP2 prototype, the ratio | Hjam! rec

Hself
| " ! 27 dB.

Thus, the above condition is physically infeasible, and cancelling
the jamming signal at the shield’s receive antenna does not cancel
it at any other location.

We note several ancillary properties of our design:

¥ Transmit and receive chains connected to the same antenna:Off-
the-shelf radios such as the USRP [9] have both a receive and a
transmit chain connected to the same antenna; they can in prin-
ciple transmit and receive simultaneously on the same antenna.
Traditional systems cannot exploit this property, however, be-
cause the transmit signal overpowers the receive chain, prevent-
ing the antenna from decoding any signal but its own transmis-
sion. When the jamming signal and the antidote signal cancel
each other, the interference is cancelled and the antenna can re-
ceive from other nodes while transmitting.

¥ Antenna cancellation vs. analog and digital cancellation:Can-
celling the jamming signal with an antidote is a form of an-
tenna cancellation. Thus, as in the antenna cancellation scheme
by Choi et al. [3], one can improve performance using hardware
components such as analog cancelers [43]. In this case, the input
to the analog canceler will be taken from points a and b in Fig. 2;
the output will be fed to the passband filter in the receive chain.

¥ Channel estimation:Computing the antidote in equation 2 re-
quires knowing the channels Hself and Hjam! rec. The shield esti-
mates these channels using two methods. First, during a session
with the IMD, the shield measures the channels immediately be-
fore it transmits to the IMD or jams the IMD’s transmission.
In the absence of an IMD session the shield periodically (ev-
ery 200 ms in our prototype) estimates this channel by sending a
probe. Since the shield’s two antennas are close to each other, the
probe can be sent at a low power to allow other nodes to leverage
spatial reuse to concurrently access the medium.

¥ Wideband channels:Our discussion has been focused on narrow-
band channels. However, the same description can be extended
to work with wideband channels which exhibit multipath effects.
Specifically, such channels use OFDM, which divides the band-
width into orthogonal subcarriers and treats each of the subcarri-
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Announcements

Homework due 11:59 p.m. tonight

Happy Thanksgiving!


